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Abstract
Sentiment analysis is used in practically every aspect of human life and has a substantial impact on our actions. There is a vast amount of data that presents people's opinions in numerous domains, such as business and politics, thanks to the expansion and use of online technology. Naïve Bayes (NB) is utilized in this paper to examine opinions by text classification and categorizing them into the relevant category (business, entertainment, politics, sprot, and tech). It examines the impact of combining NB classifiers (Multinomial, Gaussian, Bernoulli, and Complement) in conjunction with feature extraction methods in such of frequency-inverse document frequency (TF-IDF) on an accuracy of classifying BBC news data. Some techniques were used to measure the performance of classifiers such as recall, precision, and F1-score. The outcomes show that the Complement scored the highest in accuracy, with a score of 97.604 percent. The Complement was found to be the best fit.
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Introduction
In recent years, the usage of resources on the internet such as social networking, personal blogs, online review, and other similar sites has increased, allowing users to show or discuss their thoughts, ideas, opinions, and remarks on a
variety of topics. It's critical to collect and analyse these remarks in real-life scenarios. For example, before purchasing a service or product, every customer would like to hear what other customers have to say. Similarly, a corporation wants to know what the consumer thinks so that they may improve and modify their product to meet his needs.

Because the number of subjective texts on forums, blogs, and social media has increased since the 2000s, several academics have employed a text classification technique as opinion classification [1]. opinions analysis, subjectivity analysis, review mining, opinion extraction, and opinion mining were all terminology used by a few studies for sentiment classification [2].

E-commerce, education, and opinion polls have all profited from sentiment analysis [3]. The organization analyses customer evaluations and watches social media to identify public perceptions of their services and products and take relevant action in a timely manner. According to a few academics, stock prices and social media sentiment analyses are linked, and future stock prices can be forecasted using opinion from Twitter [4].

A small number of words that reflect the opinions may be negative or positive are included in lexicon of the writer opinion. However, due to an opposite orientation of words in distinct domains, utilizing the sentiment lexicon for sentiment categorization is insufficient. Liu has provided additional information on the challenges surrounding the use of sentiment lexicon (2012). For sentiment categorization, a variety of machine-learning approaches are employed.

Machine learning was found to outperform lexicon-based approaches in previous investigations [5, 6]. Due to the parameter's versatility, ease of management, and high accuracy. In machine learning procedure, the text is first analysed as a collection of words before being turned into numerous characteristics. After that, classification is done using machine learning techniques such as the Naive Bayes (NB) algorithm [1, 7]. Sentence level, document level, and aspect level are the three stages of sentiment analysis [2]. This research focuses on level opinion analysis of document to find out classes and categorize it.

NB is a machine learning of type supervised learning technique which believes the whole of features are equally important with independent. NB is often utilized in the classification of documents. The machine learning structures such as multinomial and multi-variate Bernoulli are utilized in a text categorization without generalization. Even if the characteristics were not independent, the NB technique can be utilized to solve a variety of problems are related with machine learning. NB was believed to be a direct calculation dependent on probabilistic hypothesis [5] in comparison to several sophisticated machine learning techniques.

This paper's reminder is organized as follows. In part 2, NB classification will be discussed. The dataset is depicted in Section 3. Section 4 introduces the evaluation matrices. The model architecture is depicted in 5, followed by Section 6's explanation of the findings of our technique. Finally, in Section 7, we address our findings and plans for the future.
2 Naïve Bayes Classification Algorithm

The researchers used a utilized a conditional probability, as indicated in equation (1).

\[ P(c | d) = \frac{P(d | c) P(c)}{P(d)} \]

(1)
d is for the document to be classified, and \( c \) stands for the document class [8]. \( P(d) \) was deleted because it did not exhibit a meaningful effect in the real world. The Bays rule was devised by the researchers and is described in equation (2).

\[ P(c | d) = P(d | c) P(c) \]

(2)

They estimated the document's features or words [9] for each document using the following equation:

\[ P(c | d) = P(x_1, x_2, x_3, \ldots, x_n | c) P(c) \]

(3)

where \( d \) denotes the document's features from \( x_1 \) to \( x_n \). The researchers utilized equation (3) to calculate each word in a vector in the document. The proposed model was integrated with the popular Maximum A Posteriori (MAP) decision algorithm in the NB classifier. The most likely hypothesis was chosen using this rule as equation (4).

\[ y = P(c_k) \prod_{i=1}^{n} P(x_i | c_k) \]

(4)

where \( y \) is the final test class that it previously differentiates with the test label in the data. For finding the minimum or maximum \( y \) based on the naïve bays used, the researchers used equation (4). They also used the two formulae below to determine the values for \( P(c_k) \) and \( P(x_i | c_k) \). Where \( P(c_k) \) the identical each of NB types whereas \( P(x_i | c_k) \) varies between algorithms depending on the classifier used.

\[ P(c_k) = \frac{\text{document P(c = c_k)}}{N_{doc}} \]

(5)

\[ P(x_i | c_k) = \frac{\text{count}(x_i | c_k)}{\sum_{x \in \mathbb{V}} \text{count}(x | c_k)} \]

(6)

The main downside of the NB was that the probability value based on frequency would be 0 if there isn’t a single instance that related to class label and the trusted attribute value. For fixing this issue, the researchers employed the Laplace smoothing approach by adding 1 to equation (7).

\[ P(x_i | c_k) = \frac{\text{count}(x_i | c_k) + 1}{\sum_{x \in \mathbb{V}} \text{count}(x | c_k) + 1} \]

(7)

This study used four different forms of NB, which are detailed below [10].

2.1. Gaussian Naïve Bayes

The values of the numeric attributes in the Gaussian NB [11] were regularly distributed. The mean and standard deviation were used to depict this distribution. This aids in the computation of the likelihood of observed values based on guesses. The following formula was used to calculate the probability of the features:

\[ P(x_i | c) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left(-\frac{(x_i - \mu)^2}{2\sigma^2}\right) \]

(8)

where mean (\( \mu \)) is the average and standard deviation (\( \sigma \)) is the standard deviation. The equation (4) was utilized. The binning technique is used to discretize the attribute values for continuous data.

2.2. Multinomial Naïve Bayes

The information in the document's word frequency was acquired by the multinomial NB classifier. Because the multinomial distribution required integer features, it was well suited for discrete feature classification. [12].

\[ P(x_i | c_k) = \frac{n!}{\prod_{l=1}^{\left|\mathbb{V}\right|} x_i^l!} \prod_{l=1}^{\left|\mathbb{V}\right|} P(x_i | c_k)^{x_i} \]

(9)
where $V$ is the number of features. Normalization of $\prod_{i=1}^{n} \frac{1}{P(x_i|c_k)}$ was unaffected by class $k$ in the model [13]. After adding the $V$ parameter, $P(x_i|c_k)$ was calculated using Eq. (7) [12, 14]. The Laplace equation was applied to avoid the zero-frequency problem.

$$P(x_i|c_k) = \frac{\text{count}(x_i | c_k) + 1}{(\sum_{x \in V} \text{count}(x | c_k)) + |R|}$$

where $R$ is the vocabulary included within training dataset labels.

### 2.3. Complement of the Naïve Bayes (CNB)

Rather than estimating the chance of a word being in the class, the Complement Normal NB approach calculated the probability of it occurring in other classes [15]. Other classes' word-class dependencies $P(x_i | c'_k)$ were so approximated. For the reverse class that was chosen, the researchers established the minimal value of $y$ and $c'_k$.

$$y = P(c_k) \prod_{i=1}^{n} \frac{1}{P(x_i|c'_k)}$$

We seek for a minimal $y$ value and $c'_k$ the reverse class we want to use.

### 2.4. Bernoulli of the Naive Bayes (BNB)

Assuming the binary system has two values as features so a classifier of Bernoulli naive Bayes was built on that assumption features [16]. The distribution of Bernoulli equation is as follows:

$$P(x) = -P^x(1 - P.)^{1-x} = (.12.)$$

The Bernoulli distribution value ranging from zero to one was used as $x$. If $x = 0$, it was a failure, whereas if $x = 1$, it was a success as following equation [17]:

$$P(x = 1) = .P^1 (1 - P.)^{1-1}$$

$$P(x = 0) = .P^0 (1 - P.)^{1-0}$$

$$= .(1 - p)$$

The probability of the word not appearing in the class document was $(1-p(x_i | c))$, where $x$ was a document word [18]. As a result, the following equation was created:

$$P(x_i | c..) = .P(x_i | c) \cdot b_i + (.1$$

$$- b_i..)(1$$

$$- p (x_i | c..))$$

Where: $x_i=$-word, $b_i =$document

All of the terms can be used with this product. If $x_i$ appeared in the $b_i=1$ and $P(x_i|c)$ was the likelihood. $b_i=0$ if the word $x_i$ is missing, and the probability is $(1 - p(x_i|c))$. As a result, Eq. (4) was utilized to calculate $y$.

### 3 Dataset Descriptions

We employed corpus in this study to test the provided strategy for finding the best answer. For this test, the BBC news dataset [19] was utilized; for additional information, see the dataset on UCD1.

This dataset is produced in English and is based on information gathered from BBC news websites between 2004 and 2005.

Table 1 shows the five classifications that were present in the dataset. There are 2225 items in this collection, which include a lot of articles.

<table>
<thead>
<tr>
<th>Class</th>
<th>Total</th>
</tr>
</thead>
</table>

1 Mlg.ucd.ie/datasets/bbc.html
The above distribution of documents using PCA and T-SNE is shown in Figure 1, indicating that the BBC news dataset is non-linear. Every class had a well-separated data distribution. The BBC news dataset is non-linear in general, however it can be used with machine learning, as shown in the results section.

**Figure 1: PCA and T-SNE were used to distribute the BBC news dataset.**

### 4 Evaluation Metric

Precision, Recall, F1-score, and Accuracy are specified and calculated to assess the performance of our study's model. A variety of equations are used in this section to examine and quantify the degree of evolution that our approach has undergone, with the results shown in Table 2. These equations have parameters like...
TP, TN, FN, and FP which must be intruded and their precise values computed. Positive value was appropriately assessed by TP suggest that its anticipated class value is yes, as well as its real class value. This means that when a class is predicted to be the same as the test class, it is expected to be true, however when the TN predicted class is the same as the test class, it is expected to be false. If the real FP class is positive, the predict class is FN negative. Furthermore, the error in our approach can be determined when the real class is positive but the projected class is negative. The formulations are as Table 2:

**TABLE 2: EQUATIONS IN METRIC UNITS**

<table>
<thead>
<tr>
<th>Metric name</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy-</td>
<td>$\frac{-TP + TN}{TP + TN + FP + FN}$</td>
</tr>
<tr>
<td>Recall-</td>
<td>$\frac{TP}{TP + FN}$</td>
</tr>
<tr>
<td>Precision-</td>
<td>$\frac{TP}{TP + FP}$</td>
</tr>
<tr>
<td>F1-score-</td>
<td>$2 \times \frac{\text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}}$</td>
</tr>
</tbody>
</table>

To calculate accuracy, use the Table 1. This equation is necessary for the model to work properly. The ratio of precisely calculated positive observations to overall projected positive observations is referred to as precision. Recall, on the other hand, is the proportion of appropriately calculated positive observations to total observations in real class. F1-Score is defined as the weighted average of Precision and Recall. As a result, this Score considers both false negatives and false positives. Accuracy is a challenging concept to grasp intuitively. F1-score is, on the other hand, often preferable to accuracy, especially if the class distribution is non-uniform. When the costs of false negatives and false positives are comparable, accuracy works best. However, if the costs of false negatives and false positives differ significantly, both Recall and Precision should be considered.

**5 Proposed Approach**

The goal of this research was to find the optimal representation of the BBC news dataset. The impact of the feature extraction approach on classification performance was also explored by the researchers (decreasing, increasing, or maintaining). The method for determining the orientation’s classification of BBC news datasets was described here by the researcher such as classifiers used, text models..etc. Lexical based, machine learning, or hybrid approaches that were produced after merging the prior techniques were utilized to understand text classification. The researchers used machine learning techniques in this study, which required a labelled dataset to train and evaluate their classifier.

The methodology for categorizing the orientation of the BBC news dataset was described by the researcher in this paper (datasets, text models, and classifiers, for example). Machine learning
procedures, lexical or hybrid approaches generated from merging the prior methodologies were utilized to better understand text classification. The researchers in this study employed machine learning techniques to train and evaluate their classifier, which required a labelled dataset.

The NB classifier was a widely used method for text classification. This was a decision rule of probabilistic model. The value that represent of the single feature in NB was thought to be independent of the values of other features, hence the name naive. This algorithm calculated the document's posterior likelihood of belonging to a different class, and it was assigned to the one with the highest posterior probability. The model for this investigation was shown in Figure 2.

![FIGURE 1: APPROACH USED IN THE STUDY](image)

5.1. Pre-processing
To prepare and clean the text in preparation for further classification, the data must be pre-processed. The extraction of words is hampered by the presence of noise and uninformative data such as HTML tags, scripts, and adverts in online texts. Furthermore, the presence of English characters, improper spellings, or punctuation marks cannot be determined with accuracy. Furthermore, numerous words in the English content have no impact on the content's arrangement. A classification becomes more complex by preserving these terms because each word was handled as a separate dimension. There are several steps in the classifying process.

- **Tokenization**: The text of a document is split into a sequence of tokens in this step. Typically, data acquired from online evaluations is coupled with noises such as HTML tags, URLs, advertising, scripts, and symbols such as hashes, asterisks, and other symbols that are neither relevant nor useful in classification. To increase the performance of the classifier, these noise and symbols must be removed, leaving only the words.

- **Remove unwanted characters**: This step removes unwanted characters or strings from the text, such as non-English characters, English numerals, hashtags, punctuation marks, and so on. This task necessitates the use of a large
number of regular expressions, as seen in Table 3.

<table>
<thead>
<tr>
<th>Regular expression</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>-[0-9]+</td>
<td>Remove English numbers</td>
</tr>
<tr>
<td>[#-,?',;]+</td>
<td>Remove all punctuation marks</td>
</tr>
</tbody>
</table>

Normalization: converts all of the characters in a document to uppercase or lowercase. The majority of the evaluations employ a mix of capital and lowercase characters. The entire document collection is converted to lowercase in this process. It also aids in the removal of unnecessary characters from a few words, such as "sooooon" being replaced with "soon" and "gooooood" being replaced with "good."

Stop-words removal: This function allows you to filter out English stop words from a review by removing each token and comparing it to the built-in stop-words list. Stop words are words that aren't particularly crucial to the opinion or sentence. e.

Stemming, entails removing affixes from a word in order to make it more brief by utilizing the fewest possible words while maintaining the meaning. Porter stemmer is used in the put forward system.

5.2. Feature Extraction

The features were extracted from the papers in the next stage. The weight of a word (feature) was determined in relation to the document that contained the word. Terms were used in this section Frequency weighting, Frequency-Inverse Document Frequency and the Inverse Document Frequency weighting (TF), (TF-IDF), and (IDF) respectively have all been utilized.

The frequency of a term in a document is determined by TF. Because the length of each document varied, it was likely that a term would appear more than once in the larger texts compared to the shorter records. As a result, as a normalization procedure depend on below an equation, the TF was divided by the document length in other words, the amount number of phrases in one document.

\[
TF(t, d_i) = \frac{N_{t,i}}{\sum_{k=1}^{T_i} N_{k,i}} \tag{15}
\]

Where TF(t,di) denotes the TF of the word t in the document di; N_{t,i} denotes the number of words t in the document di; and N_{k,i} denotes the number of words in the document di.

Because it merged two prior methods of TD and IDF [20], TF-IDF is a prominent technique for identifying and retrieving information from texts. TF-IDF was calculated as the product of the TF and IDF values. It also assisted in determining the meaning of the word in the collection's text.

\[
.IDF = . \log \left( \frac{N}{df} \right) \tag{16}
\]

where N is the number of documents; df is the number of documents that include the phrase.
Because it detects the word in the same document or corpus, TF-IDF is quite advanced and provides the best results. As a result, the TF-IDF was determined using the Eq (17).

\[ w(t, d_i) = TF(t, d_i) * IDF \]  

where \( w(t, d_i) \) denotes the weight of the term \( t \) in the document \( d_i \). This method assisted in reducing the weight of all features found in a large number of documents that were chosen for feature selection in order to reduce the vector size and then exposed to machine learning methods [21].

**5.4. Building Naïve Bayes Model**

Created a model for each NB type. We used the TF-IDF feature extraction to create four models. Every model was put to the test, the results were calculated, and the best model with feature extraction was chosen. They compared the findings of each model to choose the best model that might be employed. NB provides training sets of documents as attributes \((x_1, x_2, x_3, \ldots, x_n)\) and the document class \((y_1, y_2, y_3, \ldots, y_m)\), where \( x_i \in \text{input features} \) and feature become \((x_n, y_m)\). The nave bayes technique was explained in Alg 1.

Alg 1: NB approach

**Input**

\( T = \{(x_i, y_i) | x_i \in n, y_i \in m, i \in \{1,2,\ldots,N\} \}, N \text{ training samples.} \)

\[ Z = \{z_i | z_i \in m, i \in \{1,2,\ldots,t\} \}, \text{test samples.} \]

**Initialization**

\[ 1 \quad Y \leftarrow \emptyset \]

\[ 2 \quad \text{Read T input} \]

\[ 3 \quad \text{Calculate the parameter for predict class} \]

**Computation**

\[ 4 \quad \text{for } z_i \in Z. \ do \]

\[ 5 \quad p_c \leftarrow \text{calculate class document by equation 5.} \]

\[ 6 \quad P_x \leftarrow \text{calculate likelihood depend on (CNB, GNB, MNB, and BNB).} \]

\[ 7 \quad y \leftarrow \text{predicted label.} \]

\[ 8 \quad Y \leftarrow Y. \cup \{y\} \]

**Output**

\[ Y. = \{y_i | y_i \in m, i \in \{1,2,\ldots,l\}\}, \text{predict test in } Z \]

**6 The Results**

The researcher used the Python programming language, which provided pre-processing, visualization, and validation findings for text (data mining operations). Machine learning methods were used in this investigation. The researcher employed several NB parameters, as stated in Table 4, to determine accuracy, and then used the confusion matrix to do so. The researchers used the Multinomial, Bernoulli, Complement, and Gaussian tests, as well as TF-IDF for feature extraction.

<table>
<thead>
<tr>
<th>Type of Parameters-</th>
<th>Value-</th>
<th>Details-</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alpha-</td>
<td>-1-</td>
<td>By Laplace smoothing parameter using</td>
</tr>
<tr>
<td>Fit prior-</td>
<td>True-</td>
<td>Whether or not to learn prior probability for a class.</td>
</tr>
</tbody>
</table>
The classes' prior probabilities

Bernoulli's threshold for binarization of sample characteristics.

Complement is used to perform the second normalization of the weights.

In practice, the Gaussian model reveals that if the ratio of data variance between words is too tiny, numerical error will result. To solve this issue, we increase the variance artificially.

The dataset utilized in this paper is summarized in Table 5. The training and testing of instances from the dataset, as well as the class name, are displayed. We divided our dataset into two parts: 70% for training and 30% for testing.

TABLE 5: NUMBER OF TRAINING AND TESTING FOR EACH CLASS

<table>
<thead>
<tr>
<th>Class</th>
<th>Training number</th>
<th>Testing number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business</td>
<td>368</td>
<td>142</td>
</tr>
<tr>
<td>Entertainment</td>
<td>274</td>
<td>112</td>
</tr>
<tr>
<td>Politics</td>
<td>276</td>
<td>141</td>
</tr>
<tr>
<td>Sport</td>
<td>359</td>
<td>152</td>
</tr>
<tr>
<td>Tech</td>
<td>280</td>
<td>121</td>
</tr>
<tr>
<td>Total</td>
<td>1557</td>
<td>668</td>
</tr>
</tbody>
</table>

Experiments on five groups or categories are done to assess the efficacy of the recommended technique. To choose main characteristic subsets, the NB algorithm is used. Table 6 shows how many of each class are included in the vector. There were 1557 documents for training and 21162 features from document training in the vector space.

The accuracy was determined using the confusion matrix. For several NB approaches, the TF-IDF findings were noted. The outcomes of the experiments are encouraging results are promising, demonstrating that the proposed technique outperforms others. Table 6 summarizes the findings of the evaluation.

TABLE 6: NB APPROACH MEASUREMENT FOR EACH CLASS

<table>
<thead>
<tr>
<th>NB approaches</th>
<th>P</th>
<th>R</th>
<th>F1</th>
<th>-correct predict</th>
<th>Acc</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>90</td>
<td>98</td>
<td>94</td>
<td>139</td>
<td>97.887</td>
<td>Business</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>88</td>
<td>93</td>
<td>98</td>
<td>87.5</td>
<td>Entertainment</td>
</tr>
<tr>
<td></td>
<td>95</td>
<td>91</td>
<td>93</td>
<td>129</td>
<td>91.489</td>
<td>Politics</td>
</tr>
</tbody>
</table>
In comparison to other models, complement was also more accurate. The number of correct prediction values for all NB models in TF-IDF is shown in Table 7. The training and testing curves are shown in Figure 3. The complement model was found to be the best because the training and testing curves revealed some space. When TF-IDF was applied to techniques of machine learning, the findings revealed a comparative change, with complement approach improving from 100 percent to 100 percent in the classes sport and instruct, respectively as Table 7 demonstrates this. According to the results in Table 7, the Complement NB classifier had the best average accuracy, whereas the Bernoulli NB classifier produced the worst results.

<table>
<thead>
<tr>
<th>Model</th>
<th>Sport</th>
<th>Tech</th>
<th>Business</th>
<th>Entertainment</th>
<th>Politics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multinomial</td>
<td>152</td>
<td>100</td>
<td>99</td>
<td>100</td>
<td>97.520</td>
</tr>
<tr>
<td>Bernoulli</td>
<td>140</td>
<td>98.591</td>
<td>89</td>
<td>96</td>
<td>86.607</td>
</tr>
<tr>
<td>Complement</td>
<td>136</td>
<td>95.774</td>
<td>96</td>
<td>96</td>
<td>94.642</td>
</tr>
<tr>
<td>Gaussian</td>
<td>121</td>
<td>88.732</td>
<td>89</td>
<td>87</td>
<td>87.5</td>
</tr>
</tbody>
</table>

FIGURE 2: OUR APPROACH’S ACCURACY HAS BEEN TRAINED AND TESTED
It has been demonstrated in earlier trials and studies that when high-value training begins, the results are the best. Also, the testing starts with a high value and ends with the same value, which is the best-case scenario. Except for Bernoulli, which had a rough start and end for training and testing, we found the complement algorithms to be in great condition during training. Figure 4 depicted our approach’s pression and recall.

The F-scores for the five classes in the BBC news datasets are shown in Figure 4. Complement Naive Bayes is employed unigram in this experimental effort to attain the maximum accuracy compared to other NB techniques. As can be seen, the complement NB technique reported the best F-score line, with a precision of 1.00. The multinomial NB approach was also shown to be extremely close to 1.00. In the complement NB approach, all of the classes scored higher than $f_1 = 0.8$, indicating that they had a high F-score of more than 0.95. The ROC curve of our NB methods is shown in Figure 5.
Figure 5 illustrates the best curve for any of the five classes in the BBC news datasets using ROC and AUC curves. We have two evaluation methods here (macro and micro). For both macro and micro, complement, Bernoulli, and multinomial attained AUC 1.00. For both macro and micro, Gaussian NB achieved an AUC of 0.94. The ROC obtained 1.00 for complement, Bernoulli, and multinomial techniques, according to the experimental data for the five classes. Table 7 shows that the supplement NB had a good accuracy of 97.604 percent.

**TABLE 7: THE ACCURACY OF OUR PROPOSED APPROACH**

<table>
<thead>
<tr>
<th>Class</th>
<th>Accuracy %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bernoulli</td>
<td>92.365</td>
</tr>
<tr>
<td>Multinomial</td>
<td>95.209</td>
</tr>
<tr>
<td>Gaussian</td>
<td>90.718</td>
</tr>
<tr>
<td>Complement</td>
<td><strong>97.604</strong></td>
</tr>
</tbody>
</table>

The supplement NB was shown to have the best effects. The TF-IDF approach was also employed to extract the data, with the complement NB displaying the highest accuracy numbers. It should be noted that the Gaussian NB technique, regardless of the method used, yielded a low value, however the multinomial NB method yielded a higher value than Bernoulli and gaussian. The supplement NB produced the best outcomes, according to the results of the experiments.

**6.1 Discussion**

The first experiment was carried out in this section to compare the proposed method to various NB methods. The precision, recall, and f-
score of this experiment when employing different NB are shown in Tables 7 and 8. Figure 3 shows that our approach has a higher accuracy than the complement approach. In comparison to Gaussian, Multinomial, and Bernoulli distributions. The accuracy of the complement technique employing the unigram function was substantially greater than other approaches, as demonstrated in Tables 8 and 9. We evaluated the suggested model to existing naive bayes techniques using the same BBC news dataset to ensure its accuracy. In all approaches, the value for complement approach for sport and tech classes is higher than for other classes, as shown in Table 7. In general, class sport in complement, Bernoulli, and multinomial obtained 100 percent accuracy, with the exception of gaussian, which achieved 97.368 percent. Through practical experience, it has been discovered that the proposed model achieves the best result (97.604%), which is superior to the results produced using alternative methods. The type or size of the feature’s extraction approach has no effect on this.

7 Conclusions
The first purpose of this research was to discover the best model representation of BBC news for their category. The second goal was to see how well-known machine learning algorithms such as Multinomial, Bernoulli, Gaussian, and Complement affected the accuracy of four Nave Bayes approaches. The performance of the classifiers used for the classification problem is greatly improved in this paper. Four NB approaches were used to analyse the BBC news texts. They gathered 2225 documents for text analysis from the BBC news. They used the base paper approach with Nave Bayes classifiers to perform the text analysis. Text analysis was done in four steps: (i) pre-processing, (2) feature extraction, (3) split data, and (4) classification. For data classification, the researchers used four Nave Bayes algorithms. The maximum accuracy of the complement Nave Bayes classifier was 97.604%. We intend to continue this research by comparing the NB approach used in this research to some strategies of feature selection such as principal component analysis (PCA), Information Gain, and Relief in future studies. We also plan to look into additional issues linked to opinion mining, such as denial, sarcasm, and irony.
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